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Machine learning techniques play an increasingly prominent role in 

medical diagnosis. With the use of these techniques, patients’ data 

can be analyzed to find patterns or facts that are difficult to explain, 

making diagnoses more reliable and convenient. The purpose of this 

research was to compare the efficiency of diabetic classification 

models using four machine learning techniques: decision trees, 

random forests, support vector machines, and K-nearest neighbors. 

In addition, new diabetic classification models are proposed that 

incorporate hyper parameter tuning and the addition of some 

interaction terms into the models. These models were evaluated 

based on accuracy, precision, recall, and the F1-score. The results of 

this study show that the proposed models with interaction terms have 

better classification performance than those without interaction terms 

for all four machine learning techniques. Among the proposed 

models with interaction terms, random forest classifiers had the best 

performance, with 97.5% accuracy. The findings from this study can 

be further developed into a program that can effectively screen 

potential diabetes patients. 
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1. INTRODUCTION  

 

Diabetes is a metabolic disease characterized by elevated blood sugar levels and organ damage such as kidney 

failure. when there is insufficient insulin production or utilization, which causes diabetes, computer programs 

make it easier to develop an IT system for identifying diseases based on clinical data . Based on genetics and 

diagnostic criteria as well as the region’s epidemics, the most common type of diabetes in adults is mellitus. 

Pre-determined factors such as IFG or IGT are used to diagnose diabetes according to the American Diabetes 

Association (ADA). It can also be diagnosed if the blood glucose level is more than 200 mg/dL based on 

HbA1c, OGTT, and FPG [1].  

Juvenile type 1 diabetes refers to insulin-dependence, and it occurs when the beta cells in the body cannot 

produce enough insulin. Beta cells vary from infants to adults (4–8). Other complications such as heart 

problems, nerve disorders, and kidney related complications can occur if glucose levels are not properly 

regulated in the body [9]. Usually, type 1 diabetes occurs under the age of 30, and patients are insulin-

dependent, pumping insulin into their bodies. Type 2 diabetes mellitus is non-insulin-dependent and is 

otherwise determined as adult diabetes. It occurs due to the loss of secretion of insulin by β cells. Genetics, 

obesity, and an unhealthy lifestyle will contribute to the increase. Furthermore, type 2 diabetes occurs in 

middle age[2]. 
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 It can also occur prior to gestational diabetes in females and ethnic populations. Additionally, it has an impact 

on adolescents and children. Based on maternal characteristics during the second and third trimesters of 

pregnancy as well as biomarkers during the gestation period, gestational diabetes is anticipated. Recent studies 

have found that pregnant women of diverse ethnicities are at high risk for diabetes with modern technology, a 

massive amount of data is recorded, which facilitates the use of machine learning. Doctors are able to analyze a 

patient’s disease using clinical metrics such as blood pressure and temperature and follow treatments after 

iterative analysis and refinement, Furthermore, artificial intelligence plays a significant role in fuzzy-based 

classification and diagnosis of disease using neural networks. Computer-aided comprehension is a factor that 

makes the situation worse, and the artificial NN ensemble is used for better disease diagnosis [3].  

Although there is no cure for diabetes, early diagnosis can help people with both types of diabetes manage it 

and its health complications. People with prediabetes can take charge to help prevent it from becoming type II 

diabetes . The chances of developing each type of diabetes depends on a combination of risk factors. Until 

now, it has not been clear what causes type 1 diabetes, and how to prevent it is still unknown. One of the 

known risk factors is having a parent, brother, or sister with type 1 diabetes . Although people can be 

diagnosed with type 1 diabetes at any age, it is usually found in children, teens, or young adults. Unlike type 1 

diabetes, there is more information about the risk factors for type 2 diabetes. They include having prediabetes, 

overweight or obesity, being aged 45 years or older, having a family history of diabetes, and being physically 

active less than three times a week [4]. The analysis of related work gives results on various healthcare 

datasets, where analysis and predictions were carried out using various methods and techniques. Various 

prediction models have been developed and implemented by various researchers using variants of data mining 

techniques, machine learning algorithms or also combination of these techniques. Dr Saravana Kumar N M, 

Eswari, Sampath P and Lavanya S (2022) implemented a system using Hadoop and Map Reduce technique for 

analysis of Diabetic data. This system predicts type of diabetes and also risks associated with it. The system is 

Hadoop based and is economical for any healthcare organization.[4] Aiswarya Iyer (2019) used classification 

technique to study hidden patterns in diabetes dataset. Naïve Bayes and Decision Trees were used in this 

model. Comparison was made for performance of both algorithms and effectiveness of both algorithms was 

shown as a result.[5] K. Rajesh and V. Sangeetha (2023) used classification technique. They used C4.5 

decision tree algorithm to find hidden patterns from the dataset for classifying efficiently.[8] Humar 

Kahramanli and Novruz Allahverdi (2021) used Artificial neural network (ANN) in combination with fuzzy 

logic to predict diabetes.[9] B.M. Patil, R.C. Joshi and Durga Toshniwal (2022) proposed Hybrid Prediction 

Model which includes Simple K-means clustering algorithm, followed by application of classification 

algorithm to the result obtained from clustering algorithm. In order to build classifiers C4.5 decision tree 

algorithm is used.[10] Mani Butwall and Shraddha Kumar (2019) proposed a model using Random Forest 

Classifier to forecast diabetes behaviour.[7] Nawaz Mohamudally1 and Dost Muhammad (2021) used C4.5 

decision tree algorithm, Neural Network, K-means clustering algorithm and Visualization to predict 

diabetes.[11] Machine learning has numerous algorithms which are classified into three categories: Supervised 

learning, Unsupervised learning, Semi-supervised learning. 

In this paper we solves the problem of the difficulty of distinguishing diseases, especially people with diabetes, 

as well as not knowing and distinguishing the affected person by analyzing his data previously registered in the 

database. The system also solves the problem of delay in detecting diabetes, as the algorithms are fast and 

highly efficient in distinguishing diseases. 

 

 

2. METHOD  

 

Figure 1 shows the main steps in the project, from entering information to classifying diabetes using the 

algorithms that have been programmed. 

  

https://www.mdpi.com/2079-3197/11/5/96#B4-computation-11-00096
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Figure 1: Proposed Flowchart of Diabetes estimation using machine learning techniques 
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A dataset is a collection of data from [16]. Most commonly a data set corresponds to the contents of a single 

database table, or a single statistical data matrix, where every column of the table represents a particular variable, 

and each row corresponds to a given member of the data set in question. The data set lists values for each of the 

variables, such as height and weight of an object, for each member of the data set. Each value is known as a datum. 

The data set may comprise data for one or more members, corresponding to the number of rows. The term data set 

may also be used more loosely, to refer to the data in a collection of closely related tables, corresponding to a 

particular experiment or event. An example of this type is the data sets collected by space agencies performing 

experiments with instruments aboard space probes.   

After opening the Matlab program and implementing the project, The algorithm will analyze the data at the level of 

males and females and give a result as shown in the following figure 2. 

 

Figure 2: Dataset from [16] 

The classification of data using machine learning algorithms is of high accuracy, as the data of people with diabetes 

has been classified through basic information to determine who has the disease or not, as show in Figure 2. 

https://en.wikipedia.org/wiki/Data
https://en.wikipedia.org/wiki/Table_%28database%29
https://en.wikipedia.org/wiki/Data_matrix_%28multivariate_statistics%29
https://en.wikipedia.org/wiki/Column_%28database%29
https://en.wikipedia.org/wiki/Row_%28database%29
https://en.wikipedia.org/wiki/Space_probe
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Figure 3: dataset Classification 

After the analysis of the data is done, the algorithm reads the data set and gives the percentage of the data that are 

infected with diabetes and those that are not infected, as show in Figure 4.  

 
Figure 4: percentage of the dataset 
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3. RESULTS AND DISCUSSION  

 

3.1 Hyper parameters for Machine Learning Techniques 

 

In order to determine the hyper parameters for all machine learning techniques, we applied a grid search technique 

and five-fold cross-validation to the training dataset and compared the classification results based on accuracy, 

precision, recall, and the F1-score. 

The hyper parameters used in the decision tree are as follows: 

 Confidence Factor refers to the confidence intervals used in branching. 

 MinNumObj refers to the minimum amount of learned information in the leaf node. 

The hyper parameters for the models with and without interaction terms are shown in Table 1. 

 

          Table 1:The hyper parameters for the decision tree model. 

 
 

Based on the result of five-fold cross-validation of the models without interaction, the hyperparameters that yielded 

the highest accuracy were confidenceFactor = 0.5 and minNumObj = 1, which provided an accuracy of 83.02%. 

Regarding the proposed models with interaction, the values were confidenceFactor = 0.25 and minNumObj = 1, 

which provided an accuracy of 97.08%, as shown in Figure 5. 

 

 

https://www.mdpi.com/2079-3197/11/5/96#table_body_display_computation-11-00096-t006
https://www.mdpi.com/2079-3197/11/5/96#fig_body_display_computation-11-00096-f005
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Figure 5: The accuracy of the models 

 

3.2 Support Vector Machine 

 

The hyper parameters used in the support vector machine are as follows: 

 C refers to the regularization parameter. 

 Kernel refers to the different types of mathematical functions, such as linear, polynomial, and RBF (radial 

basis function). 

 Exponent refers to the exponent of the polykernel. 

 Gamma refers to the hyper parameter that influences the learning dataset of the RBF kernel. 

The hyper parameters for the models with and without interaction terms are shown in Table 2. 

 

Table 2. The hyper parameters for the support vector machine model. 

 

 

According to the grid search, different kernels yield different optimal C values as follows: 

 kernel = polykernel (exponent = 1); C = 5. 

 kernel = polykernel (exponent = 2); C = 5. 

 kernel = RBF, C = 10, gamma = 0.1. 

Based on the five-fold cross-validation results of the models with and without interaction terms, the hyperparameters 

that yield the highest accuracy were kernel = polykernel (exponent = 2) and C = 5. The case in which the proposed 

models with interaction terms provided an accuracy of 78.11% and the models without interaction terms provided an 

accuracy of 77.79% is shown in Figure 6. 

https://www.mdpi.com/2079-3197/11/5/96#table_body_display_computation-11-00096-t008
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Figure 6: The accuracy of the models with and without interaction terms 

 

 

4. CONCLUSION  

Diabetes mellitus is a disease, which can cause many complications. How to exactly predict and diagnose this 

disease by using machine learning is worthy studying. According to the all above experiments, we found the 

accuracy of using PCA is not good, and the results of using the all features and using mRMR have better results. The 

result, which only used fasting glucose, has a better performance especially in Luzhou dataset. It means that the 

fasting glucose is the most important index for predict, but only using fasting glucose cannot achieve the best result, 

so if want to predict accurately, we need more indexes. In addition, by comparing the results of three classifications, 

we can find there is not much difference among random forest, decision tree and neural network, but random forests 

are obviously better than the another classifiers in some methods. The best result for Luzhou dataset is 0.8084, and 

the best performance for Pima Indians is 0.7721, which can indicate machine learning can be used for prediction 

diabetes, but finding suitable attributes, classifier and data mining method are very important. Due to the data, we 

cannot predict the type of diabetes, so in future we aim to predicting type of diabetes and exploring the proportion of 

each indicator, which may improve the accuracy of predicting diabetes. 
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 الخلاصة 

عهى أًَاغ أٔ حقائق  تهعة تقٍُاخ انتعهى اَنً دٔسًا تاسصًا تشكم يتضاٌذ فً انتشخٍص انطثً. تاستخذاو ْزِ انتقٍُاخ، ًٌكٍ تحهٍم تٍاَاخ انًشظى نهعثٕس

ع ٌصعة تفسٍشْا، يًا ٌدعم انتشخٍص أكثش يٕثٕقٍح ٔيلاءيح. كاٌ انغشض يٍ ْزا انثحث يقاسَح كفاءج ًَارج تصٍُف يشظى انسكشي تاستخذاو أست

ك، تى اقتشاذ ًَارج تصٍُف خذٌذج تالإظافح إنى رن .K تقٍُاخ نهتعهى اَنً: أشداس انقشاس، ٔانغاتاخ انعشٕائٍح، ٔآلاخ انًتدٓاخ انذاعًح، ٔأقشب خٍشاٌ

ٔانتزكش نًشظى انسكشي تتعًٍ ظثػ انًعهًاخ انفائقح ٔإظافح تعط يصطهحاخ انتفاعم إنى انًُارج. تى تقٍٍى ْزِ انًُارج عهى أساط انذقح ٔالإحكاو 

م يٍ تهك انتً لا تحتٕي عهى يصطهحاخ تظٓش َتائح ْزِ انذساسح أٌ انًُارج انًقتشحح يع يصطهحاخ انتفاعم نذٌٓا أداء تصٍُف أفع .F1 ٔدسخح

٪. 9..5تذقح تفاعم ندًٍع تقٍُاخ انتعهى اَنً الأستع. يٍ تٍٍ انًُارج انًقتشحح يع يصطهحاخ انتفاعم، كاٌ نًصُفاخ انغاتاخ انعشٕائٍح أفعم أداء، 

 .الًٌكٍ تطٌٕش انُتائح يٍ ْزِ انذساسح إنى تشَايح ًٌكُّ فحص يشظى انسكشي انًحتًهٍٍ تشكم فع


